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Statement of Research Interests 
1. Introduction 
I believe successful research in the field of Computer Science and Engineering should focus not only on the 
ideas, but also on economics and practicality. My experiences at a start-up company, Myricom, Inc. and four 
universities, UC Berkeley, UT Austin, UCLA, and Washington University in St. Louis has prepared me have a 
balanced view of research to formulate and publish high impact novel ideas that also led to successful 
implementations of operational system. 
After receiving Ph.D. from UCLA in 2005, I accepted a visiting assistant professor position in Applied Research 
Laboratory at Washington University to conduct research in a large DoD funded project with a well respected 
colleague, John W. Lockwood. In fact, I declined a tenure-track position offer from Iowa State University so that 
I can see my research work become a deployable state-of-the-art system.  Through this intense experience, I 
have gained much more hands-on-experience in embedded, networked, and distributed high-performance 
system [1-10]. 
After successful completion of the project at Washington University, my growing interest in wireless, low-
power, and reconfigurable systems research led me to come back to UCLA to work with Deborah Estrin and 
Mani Srivastava at the Center for Embedded Networked Sensing (CENS).  At UCLA, my expertise in a slightly 
different aspect of computer sciences led to a number of novel contributions in wireless sensor network nodes 
and distributed systems [11-14]. 
2. Purpose 
There are two very different groups of scientists and engineers working in the field of distributed computing 
systems.  One group belongs to high performance computing community where the innovations for higher 
computation per unit time are sought.  Other group belongs to sensor network community that focuses on 
computing efficiencies, often under extreme resource constraints.  Traditionally, these goals were not very 
compatible due to types of processors and applications that these communities were interested.  However, 
over the past few years, the high performance computing community has started to take a serious look into the 
issues of efficiency, especially in terms of power, while the wireless sensor network community started to 
classify higher-end system as sensor nodes. 
The recent progresses in high performance computing and wireless sensor networks point toward the future 
where both technology can converge and co-exist.  I believe the technology convergence will result in 
distributed cyber-physical systems that will leverage innovations in dynamic system reconfiguration [15-18] and 
context aware adaptive computing [1,5,6,9]. 
My expertise in both converging technologies gives me the advantage in pursuing novel and high impact 
research in distributed and networked cyber-physical systems.  Since context aware systems reacts to the, 
often unpredictable, environment, I believe field experiments are necessary to validate the success of the 
claims.  My hands-on experience in system design and implementation will enable the research to progress 
quickly. 
3. Research Goals 
My immediate research responsibilities at USC-Information Science Institute include being the principal 
investigator in three low-power sensor network systems projects. 
The research goal associated with the work on Satellite Sensornet Gateway (SSG) is to use in-situ 
environmental monitoring sensor network and satellites to build an efficient reactive system that can 
dynamically reconfigure the sensor nodes to optimize the data collection and analysis.  In addition to novel 
research plans, we are refining our current system to be user-friendly such that the deployment rate of our 
system will increase. 
Another research endeavor is with the underwater wireless sensor network.  The major reason that new 
research is needed is due to the fact that radio communication is not practical to use underwater. Therefore, 



new innovations that will enable high throughput, low-power underwater communication is necessary before 
making further progress.  The current goal of the project is to develop low-power acoustic modem that can be 
used with mote-class sensor network nodes. As a parallel effort, we are making progress to address other 
basic problems such as localization and network protocols that are more suitable for underwater deployment. 
I am also initiating research in monitoring sensor network system for steam flooding of oil recovery sites.  The 
goal of the research is to develop innovative technology that will allow inexpensive and redundant sensor 
network to not only increase the efficiency but the functionality of the monitoring system. 
Above research works involve wireless sensor network deployed in distinctively different environments and 
purposes. Therefore, one implementation differs drastically from another.  However, my future research will 
attempt to tie them all together by introducing the concept of cyber-physical system to each project.  As 
described in the previous section, research in distribute cyber-physical system will integrate the concept of 
dynamic system reconfiguration and context aware adaptive computing. 
In order to engage this research, my near-term goal is to build a low-power field programmable gate array 
based sensor network. I intend to design and build the initial prototype by leveraging my prior experiences in 
building and using two-level multicomputer nodes [15] and UC Berkeley mote-class sensor network nodes [12-
14].  Each node will consist of a memory, a microcontroller which will act as the first level computer, and low-
power FPGA as its second level computer as shown in figure 1.  First level computer will mainly handle 
functions such as network communication, second level computer reconfiguration, and other high level 
management.  The second level computer will handle more application specific functions and lower-level 
functions as deterministic interrupt handlers, power management, and time stamping. 

 
Figure 1: Low-power, Reconfigurable, Two-level Multi-computing Wireless Sensor �etwork �ode 

 
The cyber-physical platform will have the means to sense its physical environment, communicate, and 
dynamically reconfigure.  The low-power FPGA will enable highest computation density in terms of power with 
highly parallel circuit design.  The initial set of new applications for the platform includes extended version of 
the low-power smart timing unit [12], algorithm for adaptive time calibration on distributed wireless nodes, and 
context aware data logger. 
The key advantage of such system is that it can be completely and dynamically reconfigured at several 
different levels (i.e. external network configuration as well as modular configuration within FPGAs.) Thus, the 
entire network of nodes can be seen as one reconfigurable system.  By incrementally develop modular system, 
I envision building a adaptive cyber-physical system that tunes itself to the given environment and application 
to obtain optimal result.  
Ultimately, the cyber-physical system mimics the biological system in that it uses its sensed data to constantly 
change and adapts itself. An example of such a system would be a organic brain. A model described by Walter 
J. Freeman at UC Berkeley suggests that each neuron can be represented as a chaotic function with a 
feedback loop [19]. There have been a few research publications which attempt to make use of the model to 
mimic how brain works. However, the experimental platforms do not consider the structure of the network itself. 
I believe the network of reconfigurable nodes presents an architecture that is closer to the structure of the 
biological brain, thus providing a better simulation environment than other existing environments. 
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