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ABSTRACT

Given large circuit sizes, high clock frequencies, and pos-
sibly extreme operating environments, Field Programmable
Gate Arrays (FPGAs) are capable of heating beyond their
designed thermal limits. As new circuits are developed for
FPGAs and deployed remotely, engineers are challenged to
determine in advance if the device will operate within rec-
ommended thermal ranges. The amount of power consumed
by the circuit depends on how an algorithm is compiled into
hardware, how the circuit is placed and routed, and the pat-
terns of data that pass through the system. The amount of
heat that can be dissipated depends on the thermal transfer
characteristics of the package, the air flow that passes over
the package, and the ambient temperature of the remote sys-
tems. Rather than designing a system to handle unreason-
able worst-case situations, we have implemented a thermal
management system that continuously monitors the temper-
ature of the FPGA and reprograms the device if the temper-
ate approaches the outer limits of safe operating conditions.
Our system measures the junction temperature of a Xilinx
Virtex FPGA using a built-in thermal diode. Using the tem-
perature monitoring mechanism, we have studied the steady-
state and transient conditions of multiple benchmark circuits
implemented in an FPGA logic on the Field-programmable
Port Extender (FPX) development platform. We observed
properties of these benchmark circuits that enable us to pre-
dict power and thermal characteristics for real applications.
We propose a novel Dynamic Thermal Management (DTM)
strategy that makes use of transient temperature conditions.

1. INTRODUCTION

FPGAs provide the flexibility to deploy new circuits into
remotely deployed systems. Predicting the power consump-
tion and thermal behavior of circuits in different operating
conditions, however, is difficult. Power consumption can be
estimated using tools such as Xpower [1]. Xpower profiles
power utilization using simulation. The actual power uti-
lization depends on actual data patterns that passes through

the system. Thermal considerations of the system can be
estimated by analysis of the package and system hardware.
Although such estimates may be valuable in characterizing
typical situations, the actual thermal conditions heavily de-
pend on external factors such as the ambient temperature
and available airflow.

2. MOTIVATION

It is possible to design FPGA circuits that generate more
heat than the package and platform can dissipate. This is-
sue is of major concern for reconfigurable platforms like
the Field Programmable Port Extender (FPX) of Washing-
ton University. The FPX platform contains two FPGAs: a
small Xilinx Virtex FPGA called the Network Interface De-
vice (NID) that is configured with a static bitfile and a larger
Xilinx Virtex FPGA called the Reconfigurable Application
Device (RAD) that is reconfigured over the network [2]. The
new bitfiles are sent to the NID over the network as modules
that reconfigure the RAD to implement new network pro-
cessing functions [3].

Over sixty modules have been developed and deployed
on the FPX platform [4]. None of these circuits consumed
more power than the FPX could dissipate. Recently a RAD
module was generated to perform excessive computation over
a long time period. The module was deployed onto a RAD
that had no heat sink, and the FPX was mounted in a chassis
without a cover to guide airflow across the device.

The result of this scenario was a chain of events that
damaged an FPX platform. Retrospectively, we determined
that the circuit loaded into the RAD consumed a large amount
of power. Without a heatsink and sufficient air-flow, the
FPGA heated because it was not able to dissipate the power.
As the temperature increased beyond the maximum temper-
ature range of the device (85 degrees C), the Silicon heated
the package and the FPX printed circuit board to a point
where thermal expansion caused warping of the printed cir-
cuit board. The warping became sufficiently intense so as
to cause a power plane to short with another power plane



of opposite polarity on the printed circuit board. The result
was excessive current through a connector that caused heat-
ing that eventually melted the plastic around the connector.
The top view, and side view of the affected FPX board are
shown in Figures 1 and 2.

Fig. 1. Top view of the affected printed circuit board. The
affected connector pins can be seen in the lower-left

Fig. 2. Side view: Note how layers of the board were warped
because of heat

The FPX platform had always included the ability to
monitor and manage thermal conditions !. A Maximum
1618 temperature sampling device installed on the FPX con-
verts the value of the current passing through the RAD’s
thermal diode to a digitized value that can be read over a
two-wire serial bus [5]. The NID on the FPX then can read
that value to determine the temperature of the RAD. In this
work, we describe how a new circuit implemented on the
NID allows monitoring of the thermal conditions and en-
forces safe operation of the systems.

The rest of this paper is structured as follows. Section
3 gives a summary of the related work in the field of Ther-
mal and Power management. Section 4 describes the setup
for gathering thermal data and implementing an autonomous
thermal shutdown safety circuit for the FPX development
platform. Section 5 combines the temperature measurement
mechanism with custom designed thermal/power benchmark
circuits to profile the RAD FPGA. Section 6 summarizes the
paper and suggests avenues of potential future work.

I'Thanks are due to Bill Carter of Xilinx for the suggestion to include
thermal measurement circuitry on the FPX platform

3. RELATED WORK

Microprocessors have been built that allow the voltage and
frequency to be scaled to extend battery life of mobile com-
puters. Companies like Intel and AMD extend this concept
to manage heat dissipation on servers [6]. By introducing
power management features, software running on the CPU
can scale voltage and frequency to lower power usage before
the device overheats. This technology is critical for servers
located in large data centers that house hundreds and even
thousands of compute nodes.

Low power embedded processors like Xscale [7] also
have hooks that allow voltage and frequency scaling to in-
crease power and thermal efficiency. Work presented by [8]
makes use of these features to present a dynamic thermal
management (DTM) system that would scale the processor
frequency in response to temperature readings from an ex-
ternal thermal couple.

Xilinx Virtex FPGAs embed a sense diode for measur-
ing the junction temperature (7}) of the device. Thermal
management issues have become a prominent issue for re-
configurable systems. The dynamic thermal management
circuit described in this paper makes use of the sense diode
to ensure safe operation of the FPX platform and charac-
terization of applications programmed into the RAD on the
FPX platform. Embedded sense diodes can also be be used
to regulate fan speed or shut down a processor before it be-
comes too hot.

3.1. Measuring Power

Xilinx integrates power estimation tools in their simulation
suite. These tools enable comparison of the relative power
used between circuit implementations. These tools can how-
ever differ greatly from physical measurements [9].

One method for physically measuring power consumed
by circuit involves inserting small sense resistors in series
with the circuit power supply. This is the method we use to
make power measurements. Lee [9] presents a novel method
for making cycle accurate power measurements that makes
use of the concept of switching capacitance.

3.2. Measuring Thermals

Most tools simulate thermals at the board level. MIT re-
searched tools that simulate thermals at the device level [10].
But this work was focused on reliability aspects such as elec-
tron migration, and not for estimating thermal dissipation of
power from reconfigurable applications.

Lopez-Buedo [11] describe techniques to make physical
temperature measurements. These techniques use external
thermal couples, thermal imaging cameras, and sense diodes
embedded into the die. A novel idea is presented for recon-
figurable devices that configures ring oscillators in order to



infer temperature measurement from changes in oscillator
frequencies. This work is later extended in [12] using arrays
of such oscillators to detect hot spots and thermal gradients
in FPGAs.

4. IMPLEMENTATION

4.1. Thermal Shutdown Circuit on the FPX
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Fig. 3. Shutdown Circuit Architecture

Figure 3 shows the high-level diagram of the thermal
shutdown circuit as it is implemented on the FPX platform.
The RAD contains a built-in thermal diode in the silicon
of the Xilinx Virtex 2000E FPGA. The anode and cathode
of this diode are accessed through I/O pins on the 1704-pin
package. The current passing through these pins is then used
to measured the junction temperature of the silicon.

The FPX platform includes an on board temperature mea-
surement chip (Maxim 1618) to compute the T’; of the sil-
icon from the current generated by the sense diode. The
MAX1618 collects temperature samples at rate of 16 sam-
ples/second and communicates temperature readings using
the SMBus serial protocol. These bus signals are routed to
test pins on the FPX that are monitored by either the NID
(the statically-programmed control and configuration FPGA
on the FPX platform). The temperature of the RAD is then
monitored by sending a query message over the network to
the NID. The NID responds with a status message that in-
cludes the temperature of the RAD.

The NID also compares the temperature of the RAD to
a preset value to ensure that the RAD always operates in
a safe mode. If the temperature approaches the threshold of
safe operation, the NID can instantly and automatically issue
a command through the SelectMAP interface of the RAD
to reprogram the device. This command clears the RAD
configuration memory thereby reinitializing the device.

Figure 4 shows a plot of temperature over time for a cir-
cuit that causes the RAD to surpass a thermal threshold of
70 C. As can be seen near time 400 seconds, the temperature
exceeded the threshold and the thermal shutdown circuit re-
programmed the RAD. Immediately thereafter, the RAD’s
temperature rapidly drops and eventually reaches it’s idle
(i.e. no configuration) temperature of 32 C.

The status cells returned by the NID allow an external
PC to remotely query the temperature of the RAD. The re-
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Fig. 4. FPGA being reprogrammed by the Shutdown Circuit
upon reaching a thermal threshold of 70 C

mote PC can be located anywhere, just so long as there is
a path through the network where query and status mes-
sages can flow. For the thermal profiling experiments ran for
this paper the external software made temperature update re-
quest approximately every 50 ms, and logged responses to
a text file along with a timestamp. Section 5 makes use of
these log files to help perform a thermal characterization of
the RAD.

4.2. Accounting for Noise

Temperature measurements on sense wires are sensitive to
crosstalk by signal transitions on nearby high speed data
buses. Temperature measurement errors were observed on
the FPX platform due to such crosstalk. The SRAM?2 mem-
ory module (one of the four memory modules attached to the
RAD) used address and data I/O pins that were located near
the two wires connecting the thermal sense diode. Inter-
ference from data signal transitions caused the temperature
reading to appear +30 C too high when the SRAM2 memory
module was heavily utilized. In extreme cases, the tempera-
ture spiked by +60 C.

Two steps where taking to mitigate the effects of the
crosstalk. First, a 2200 pF capacitor was added between the
current sensing inputs of the MAX 1618 that connected to
the Virtex FPGA. Second, the slew rate of the SRAM2 1/O
pins where configured from fast to slow slew rate. The ad-
dition of the capacitor (as recommended by the MAX data
sheet) removed the temperature spikes caused by crosstalk
from the SRAM2 module and decreased the average tem-
perature error from +30 C to +20 C. The slower slew rate
on the SRAM?2 I/O signals decreased the coupling current
effect and lowered the temperature error to +9 C.

4.3. Thermal Benchmark Circuit Description

Benchmark circuits were created to characterize the ther-
mal behavior of the RAD. The Benchmark circuits where
to developed to have four important properties. First, the



benchmark circuits scale to operate over a wide frequency
range. Second, the benchmark circuits scale in the number
of on-chip resources utilized. Third, the circuits use a reg-
ular structure that can be readily analyzed. Fourth, the cir-
cuits are placed and routed evenly over the device to avoid
creation of a large temperature gradient across the device.
The core building block of the benchmark circuits is
shown in Figure 5. This circuit is made up of an 8x6 array
of LUTs (Look Up Tables) each of which is followed by a
DFF (D Flip-Flop). The LUTs are configured to be 4-input
AND gates. Core blocks construct the smallest workload
used in this paper call a Thermal Workload Unit. Figure 6
shows the structure of a Thermal Workload Unit. It is made
up of two parts 1.) Input Generator 2.) Computation Row.
The Input Generator is responsible for toggling the inputs
of the Computation Row every clock cycle. The Compu-
tation Row is made up of an array of 18 Core Blocks. A
single workload unit uses 876 LUTs and 876 DFFs (2.25%)
of a the VirtexE2000(RAD) resources, approximately two
rows of the FPGA. Xilinx specific VHDL directives allowed
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Fig. 5. 8x6 array of pipelined LUTs configured as 4 input
AND gates
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Fig. 6. Thermal Workload Unit

very controlled a precise layout. This allows for creation
of high-speed Thermal Workload Units that can be evenly
distributed over the FPGA. Figure 7 gives the FPGA re-
sources used for each benchmark. The benchmark circuits
use between 9% and 90% of the chip resources. Also each
of these circuits place and route at 370-407 MHz. These
circuits satisfy the desired properties of scalability with re-
spect to circuit size and operating frequency. The variation
in the maximum frequency was a result of variations in rout-
ing. Specifying that the routing tool try harder to maximize
the frequency could allow all benchmark circuits to run at
400 MHz. The benchmark circuits had additional charac-
teristics. First, each benchmark circuit has an equal number
of LUTs and D Flip-flops. Second, each benchmark circuit
uses a multiple of the Cfglx benchmark resources. Third,
the output of every LUT and DFF within a benchmark tog-

Cfgl 1x [ 2x | 3x | 4x | 5x | 6x | 7x | 8x | 9x [ 10x
LUTS| 9% | 18% | 27% | 36% | 45% | 54% | 63% | 72% | 81% | 90%
FF |9% 18% | 27% | 36% | 45% | 54% | 63% | 72% | 81% | 90%

Ioc 19 10, 19/ 19 19 19/ 10/ 10, 19/ 19
ﬁkaiO/a 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0% | 0%

Fig. 7. Benchmark FPGA resource usage

gles every clock cycle (i.e. 100% activity rate), producing
the maximum thermal heating for the chip resources used.

Scaling by activity rate appropriately could potentially
allow the measurements made with these benchmark circuits
to provide accurate estimates of thermal behavior of real ap-
plications that use similar chip resources. A tool such as
Xpower would be a practical method for extracting applica-
tion specific activity rates. Also even though these bench-
mark circuits use equal numbers of LUTs and DFFs, they
can be easily modified to implement various ratios. Fur-
ther examination of how accurate an estimation of power
and thermal behavior such a method would yield is worth
exploring further.

The next section presents and discusses results obtained
using these benchmark circuits.

5. BENCHMARK RESULTS AND ANALYSIS

5.1. Steady State Temperature Measurements

Figure 8 shows the data collected from running a subset of
the benchmark circuit from 10 - 200 MHz. Each experi-
ment was run approximately 20 minutes, this was empir-
ically found to be the amount of time for a given circuit
to reach its maximum steady temperature. Figure 9 and

Cfg 1x | 2x | 4x | 8x | 10x
10MHz | 26 | 27 |29.5| 34 | 36
25 MHz| 29 |31.5|37.5| 48 | 53
50 MHz | 33 [38.5(|49.5| 70
100 MHz| 41 |52.5|72.5

200 MHz| 50.5 | 71

Fig. 8. Junction Temperature (1) measured for each bench-
mark (degrees C)

10 show plots of this data for temperature verses chip re-
sources and temperature verses frequency. The data shows
that temperature has a linear relation with respect to chip
resources and frequency. This is to be expected since 1.)
The first order approximation of power dissipated by a cir-
cuit is given as Power ~ C'V?F. Giving a linear relation
between power with respect to capacitance (proportional to
circuit size), and and frequency. 2.) The relation Power =

Energy/second, and AEnergy ~ ¢, AT emperature (where

¢p 1s a constant) shows temperature is proportional to power.



Between 100 and 200 MHz there is a bend in the T; vs. Fre-
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quency plot this appears to be a side affect of needing to use
an internal 4x clock multiplier to step up the base input fre-
quency of 50 MHz to 200 MHz. All other experiments use
the base clock as is. Since the base clock used is 50 MHz
instead of 200 MHz it is believed the reduced power con-
sumed by the clock input pin is the main contributer to the
sub linear temperature increase. This observation suggests
thermal and power savings may be gain by designing circuits
that use low input base clocks and internal clock multipliers
to create high speed clock to drive logic.

5.2. Transient Thermal Analysis

Since RAD temperature readings can be updated at 50 ms
intervals, the transient thermal behavior of the benchmark
circuits from idle to steady state can be examined. Figure 11

gives examples of the profile of the RAD during this transi-
tion period for two benchmark circuits. These plots appear

Analytical Thermal Trajectory Compared to Measured
80

75 1 Analytical Trajectory
(Cfg2x: 18% Chip resources at 200 MHz)
70 o T —L W
65 1 W
60 J-l""- (Cfg2x: 18% Chip resources at 200 MHz)

Temperature (C)

Analytical Trajectory
(Cfg10x: 90% Chip resources at 10 MHz)

T
Measured Trajectory
(Cfg10x: 90% Chip resources at 10 MHz)

20

0 100 200 300 400 500 600 700 800 900 1000
Time (s)

Fig. 11. Thermal Trajectory comparison: Measured vs. An-
alytical model

to follow an exponential function. Using the general form
of:
Temperature(t) = Ae V" + B 1

and the data from either plot (Top in this case) the thermal
time constant (7) can be determined using

Ti(t=71)=Ae ' +B=A%38+B (2

T;(oo) = B = 71 (Final steady state temperature). A = 30
- 71 = -41. Now T}(t=7) is computed to be 55.8 C, which
occurs at about t = 69.4 seconds. Therefore 7 = 69.4.

Referring again to Figure 11, the analytical model of
temperature vs. time using the above equation fits the mea-
sured data well for a first order approximation. Now that 7
is known for the RAD only 7%(0) and T);(c0) is needed to
predict transition behavior for other configurations. This is
shown in the bottom plot of Figure 11.

We observe that the relative time between the clock pe-
riod and the temperature changes are dramatically different
(7=69.4 seconds). The thermal mass of a real system like
the FPX platform allows the FPGA to operate at high power
for relatively long intervals before the maximum tempera-
ture is exceeded. The highest temperature transition speed
observed for the benchmark circuits was approximately 10
degrees/second, and this rate slows exponentially as steady
state is approached. If a circuit has multiple thermal operat-
ing modes, then one could perform useful computation until
a threshold is reached, then allow the FPGA to cool while
operating in a lower thermal mode. This is useful for appli-
cations that process at bursty rates. This temperature based
mode control would also allow applications to temporarily



operate in a mode that would normally exceed safe thermal
limits of the device.

5.3. Temperature verses Power

The FPX platform was modified to enable power consump-
tion measurements by placing a .008 ohm sense resistor in
series with the 1.8 V FPGA core power supply. Measuring
voltage across this sense resistor enables calculating power
consumption at any instance of time.

Figure 12 shows the power measurements correspond-
ing to each thermal experiment run. As with the temperature
measurements, data points were obtained from running each
experiment for 20 minutes. Unlike the transient analysis

Cfg 1x [ 2x | 4x | 8x | 10x
10MHz | .61 | .81 |1.17|1.89|2.25
25 MHz [ 1.08 | 1.58 | 2.52 | 4.30 | 5.24
50 MHz | 1.91 | 2.88 (4.77 | 8.35
100 MHz| 3.56 | 5.42 | 9.04

200 MHz| 4.93 | 8.55

Fig. 12. Power(W) consumed by each Benchmark Configu-
ration

for temperature which exhibits swings of up to 40 C, power
consumption stays fairly constant overtime for large thermal
transitions. The largest change in power consumption from
the initial time of the experiment to the point where the cir-
cuit reached a steady state temperature was only 3.5%.

The Xilinx Device Package User Guide [13] gives the
following equation:

T; = Power x 054 +Ta

0ja = (T; —Ta)/Power )
for estimating T’y for a given power consumption. Where
074 is the thermal resistance from junction to ambient and
T4 is the ambient temperature. This equation can be first
applied to the data collected in Figure 8 and 12 to calculate
the empirical value of 6 ;4 for the RAD (Figure 13). The

Cfg 1x | 2x | 4x | 8x | 10x
10 MHz | 4.94 | 4.94 | 5.55|5.82 | 5.78
25 MHz | 5.55|5.40 | 5.75(5.82 | 5.72
50 MHz | 5.23 | 5.38 | 5.55| 5.63
100 MHz| 5.06 | 5.44 | 5.47

200 MHz| 5.58 | 5.61

Fig. 13. Junction to Ambient Thermal Resistance (6;4)
computed from empirical data (C/W), Ty =26 C

User Guide specifies the package used for the RAD (FG680)
should have a 054 of 7.6 C/W for an air flow of 250 LFM

(Linear Feet per Minute). The empirical value (5.44.5 C/W)
differs from this by about 27.6%. This difference may occur
because the FPX platform sinks more heat than the Xilinx
test board. The documentation about the Xilinx test board
reports that their FPGA is mounted on a printed circuit board
with only one power and one ground plane while the FPX
has two ground and two power planes. This should allow
the FPX circuit board to effectively act as an larger heatsink
than the Xilinx test board.

Now at any instance the first order thermal trajectory of
the RAD can be estimated from the measured instantaneous
power (Power(t=0) ~ Power(t=00)). Power(t=0) can be used
to estimate T’;(t=00) via equation 3. T);(t=00) can in turn
be used to complete equation 1, which gives the first order
thermal trajectory.

The thermal trajectory allows estimation of how long a
circuit can operate in a given mode before reaching a ther-
mal threshold. This information can be used by a dynamic
thermal management system to help schedule what jobs to
process during a thermal transition.

6. CONCLUSION

A thermal management system was motivated and described
for the FPX platform. The mechanism used for measur-
ing FPGA temperature was then used to explore in depth
the thermal characteristics of the RAD on the FPX plat-
form. The thermal steady steady and transient behavior of
the RAD, and thermal relationship to power suggests that the
thermal delay between modes of a circuit could be used to
implement new dynamic thermal management approaches.
It was then proposed that estimation of thermal trajectories
could help these management approaches better schedule
work during thermal transitions. The benchmark circuits
were also shown to have characteristics that may lead to an
approach for more accurately predicting the thermal behav-
ior of applications implemented on reconfigurable devices
at design time. The thermal management methodology de-
scribed in this paper can be applied to other platforms to
enable modules to operate in short bursts at a higher power
level than steady state thermal dissipation would allow.
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